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Abstract

Service-based systems are distributed systems which have the major advantage of enabling rapid composition of
distributed applications, regardless of the programming languages and platforms used in developing and running
different components of the applications. In these systems, various capabilities are provided by different
organizations as services interconnected by various types of networks. The services can be integrated following a
specific workflow to achieve a mission goal for users. For large-scale service-based systems involving multiple
organizations, high confidence and adaptability are of prime concern in order to ensure that users can use these
systems anywhere, anytime with various devices, knowing that their confidentiality and privacy are well protected
and the systems will adapt to satisfy their needs in various situations. Hence, these systems must be adaptable,
situation-aware and secure. In this paper, an approach to rapid development of adaptable situation-aware secure
service-based (AS3) systems is presented. Our approach enables users to rapidly generate, discover, compose
services into processes to achieve their goals based on the situation and adapt the composed processes when
situation changes.
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1. Introduction

Service-based systems are distributed computing systems, which have the major advantage of enabling rapid
composition of distributed applications, regardless of programming languages and platforms used in developing and
running different components of the applications. In service-based systems, various capabilities are provided by
different organizations as services, which are software/hardware entities with well-defined interfaces to provide
certain capability over wired or wireless networks. The services can be integrated following a specific workflow,
which is a series of cooperating and coordinated activities designed to carry out a well-defined process to achieve a
mission goal for users. Our MURI project, “Adaptable Situation-Aware Secure Service-based (AS3) Systems” aims
at conducting basic research on automating the development, deployment and operations of robust and secure
service-based systems to achieve declaratively specified mission goals with multiple QoS requirements in dynamic
and unreliable environments.
The motivation of our project is to facilitate the rapid adoption of service-based systems in many large-scale

distributed systems, such as Grid and Global Information Grid (GIG), for various distributed applications including
collaborative scientific and engineering work, e-business, healthcare, military, and homeland security. For these
large-scale service-based systems, high confidence and adaptability are of prime concern. It is very important to
ensure that users can use these systems anywhere, any time using various devices (ranging from handheld devices to
PCs), knowing that their confidentiality and privacy are well protected and the systems will adapt to their needs in
various situations. Therefore, these systems must have the following properties:
(1) Adaptability. In these systems, services may become unavailable due to distributed denial-of-service attacks or

system failures, and new processes may be created in runtime to fulfill users’ new mission goals. Hence, the
systems must have the capabilities to change their configurations to provide high availability, or to adapt their
behavior to satisfy the new goals in dynamic environments.
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(2) Situation-awareness (SAW). SAW is the capability of being aware of situations and adapting the system’s
behavior based on situation changes [Yau02a-b]. SAW is essential for high confidence and adaptable service-
based systems since it is needed for determining adaptive processes to achieve users’ goals, and enforcing
flexible security policies.

(3) Security. To provide high confidence to users, these systems must have the capabilities of authenticating users
and service providers, verifying the integrity of services, protecting the confidentiality of information,
controlling the access to services based on security policies, and detecting malicious services and users.
Although various techniques have been proposed to improve the security and provide dynamic service

composition of service-based systems [IBM04a-c, OAS04a-b], so far there are no effective enabling techniques for
developing Adaptable Situation-aware Secure Service-based (AS3) Systems. In our MURI project, we are
developing a declarative unifying logic-based approach to developing service-based systems with situation-
awareness, distributed security policy management and enforcement, and adaptive workflow management while
preserving overall correctness and consistency of the systems. During the first year of this project, we have
accomplished the following:
(a) An AS3 logic for supporting the specification, verification and synthesis of AS3 systems with various QoS

requirements, such as security, SAW and real-time.
(b) An AS3 calculus for providing a formal programming model for AS3 systems.
(c) Declarative models of hierarchical SAW and security policies, and mappings between model representations

and AS3 logic specifications for supporting requirement analysis and converting requirements to AS3 logic
specifications.

(d) An agent-based distributed trust management approach for efficiently and effectively managing and enforcing
situation-aware security policies.

(e) A preliminary version of adaptive workflow synthesis using domain-specific knowledge as the situation evolves
during the workflow execution.

2. An Example

Consider an AS3 system, as shown in Figure 1, connecting the Intelligent Transportation System (ITS), Police
Departments (PD), Fire Departments (FD), and Ambulance Services (AMS), for maintaining traffic safety and
coordinating various responders (ITS, PD, FD and AMS) in emergency situations.
ITS, PD, FD and AMS provide various capabilities as services in the system. AMission Planner (MP) service in

the system is used to automatically synthesize workflows using these services to fulfill various mission goals. The
following Accident Response scenario illustrates the need for adaptability, situation-awareness and security provided
by AS3 system.
A 911 call center gets a report that there is an accident at location L during the rush hour. In response to such a

situation, the following workflow (as shown in Figure 2) is automatically generated by the MP to coordinate field
rescue operations and mitigate the effects of the accident. The following is the step-by-step description of the
control flow logic in the workflow:
(1) A nearby Helicopter (H) provided by PD is identified and sent to L. Meanwhile:
 Two Police Patrol Cars (CAR), one Fire Engine (FE) and one Ambulance (AMB) closest to L are also

identified and sent to L.
 An Emergency Road Closure (ERC) service provided by the ITS is also invoked to display road closure

messages on the big screens along the affected roads.
(2) Once H arrives at L, it starts to serve as a base station for all communications among responders at the accident

site.
(3) Upon arriving at L, the police officers set up a perimeter to secure the accident site.
(4) After the police perimeter is set up, the police inform the FE and AMB, and the FE and AMB enter the

accident site.
(5) The fire fighters start to rescue the passengers trapped in the damaged vehicles. Meanwhile:
 The paramedics on the AMB start to assess the status of the injured passengers for deciding the appropriate

medical care for them.
(6) After the fire fighters get the passengers out of the damaged vehicles, the paramedics carefully put the injured

passengers on the AMB and take them to a nearby hospital. Meanwhile:
 The FE also leaves L after the fire fighters finish their work.

(7) The police officers remove the perimeter, and the CARs leaves L. Meanwhile:
 The ERC provided by the ITS is invoked again to notify drivers in nearby roads that the road closure has

ended.
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In the AS3 system, a set of
coordination agents will be automatically
generated to monitor the situations,
execute the abovementioned workflow,
and adapt the workflow when necessary.
The constraints that the workflow needs to
satisfy include the following:
 All the responders should arrive at the

accident site within fifteen minutes.
 Any CAR, FE, AMB, or H that are

serving at one accident site should not
be dispatched to another accident site
before completing their jobs at the
accident site.

 Injured passengers in critical
conditions should be brought to a
nearby hospital within fifteen minutes
after they are rescued from their
damaged vehicles.

 Any coordination agent should only
follow the commands from a trusted
MP, being authenticated and
delegated by a trusted party (the
proper authority). Only after CARs
leaves from L, ERC can end the road
closure.
In a perfect world, the above workflow

would execute successfully and perform
all the needed tasks to complete the rescue
operations. However, various things may
go wrong during execution, For
examples, a service may fail to terminate
successfully, an unperceived exception
condition may arise at run-time or more
resources may be needed in order to fulfill
a user’s goal. Since it is almost impossible
to identify all control and correction steps
before execution time, the system must
provide the capability to adapt the
workflow at run-time with the following
dynamic reconfiguration constraints:
 Resource failure: An ambulance can

transport at most two injured
passengers at the same time, and
hence the MP should send another
ambulance within five minutes to
carry additional injured passengers.

 Service failure: If the police fail to
set up a perimeter within fifteen
minutes after the 911 call center gets
an accident report, FE and AMB can
enter the accident site regardless a
police perimeter has been set up or
not.

 Exception Condition: If the
paramedics determine that one of the
injured passengers is in critical

Figure 1. The motivating example
Underlined steps are automatically initiated by the coordinating

agents, and other steps are manually initiated by human. Entities with italic
notations are services.

Figure 2. The workflow in the motivating example
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condition in Step (6), another helicopter (H1) is discovered and used to transport the passenger in critical
condition to the hospital.

3. Background

The interdisciplinary research in this project is related to the following research areas: deliberative and reactive
systems, languages and formalisms for service modeling and composition, distributed trust management, situation-
awareness, and workflow planning and scheduling. In this section, the background of these related research areas
will be discussed.

3.1 Deliberative and Reactive Systems

Deliberative systems (also referred to as deliberative agents) are systems based on the “Sense-Plan-Act” (SPA)
model [Ark98], in which agents sense the environment, jointly plan their actions, and act cooperatively to achieve a
well-defined goal [Dav94, Dor97, Nam01]. Such systems usually consist of a planner and a world model [Dav94,
Dor97, Nam01]. In the world model, the actions and events in the world are represented symbolically, usually using
some logic like first order logic based situation calculus [McC69]. The planner utilizes some AI planning techniques
[Abe04, Bac01, Cha87] to generate a sequence of actions that needs to be performed to achieve the goal based on
the world model. Although deliberative systems can generate complicated coordinated actions and allow learning
and prediction, the difficulty in modeling the world and keeping the world model up-to-date and the high
computational complexity in planning make deliberative systems not suitable for applications requiring real-time
response in dynamic environments.
Reactive systems (also referred to as reactive agents), on the contrary, do not require any world model and

planning. A reactive system works in a stimulus-response manner, for which a set of “Sense-Act” rules are defined
to control the reaction of the system to the event sensed by the system [Bro91ab, Nie03]. This type of systems
utilizes simple low-level reactions based on the information collected from environments to obtain complex, goal-
related and intentional behavior [Bro91ab, Nie03]. Reactive systems can provide very fast response to the events
detected. But due to the lack of a world model and a planner, reactive systems can only act according to the pre-
defined rules, and cannot plan actions ahead of time. Also, pure reactive systems do not provide any learning
capability. Hence, reactive systems are not adaptive.
Much research has been done to develop hybrid (of reactive and deliberative) systems to take advantages of both

types of systems and overcome their limitations [Bly93, Nwa96, Nou97, Woo02, Urd03, Vas04]. In hybrid systems,
techniques of deliberative systems are used at the top layer to perform high-level planning and learning, while
techniques of reactive systems are used at the bottom layer to drive the low-level reactions to environment changes.
However, an intermediate layer must be added to mediate reactive and deliberative layers due to the significant
difference between two types of techniques. Currently, there is no unifying formal approach for developing such
kind of systems.
The AS3 systems proposed in our project can be considered as hybrid systems. In this project, we will develop a

declarative unifying logic-based approach to developing AS3 systems with hierarchical SAW for reactive behavior
and adaptive workflow management for deliberative actions.

3.2 Languages and Formalisms for Service Modeling and Composition

Service-Oriented Architecture (SOA) aims at facilitating seamless integration, interoperabilty and deployment of
distributed applications. SOA is increasingly deployed for building distributed service-oriented systems. SOA
promotes component reuse as well as provides separation of concerns by separating the business logic of an
application from the implementation details of the individual interactions of the components. A service can be
viewed as a stand-alone software/hardware module performing a specific function. For example, a sensor can be
viewed as a stand-alone hardware module that provides the service of “sensing its environment”. Services can run
on spatially distributed individual nodes of a network. The functionalities provided by a service are implemented by
one or more methods that may themselves use functionalities of other services. Services can be dynamically
discovered and invoked. A service has an interface that is exposed to the environment and is used by other modules
for invoking functionalities provided by it. The implementation details of the service as well as its location are
supposed to be hidden from the users. A service registers itself with a service registry that allows other modules to
locate the service as well as obtain information about its interface. New services having complex functionalities can
be created by composing existing services. SOA loosely couples its constituent individual modules. Services and
the clients that can access them can communicate among each other either asynchronously (documented-oriented)
or synchronously (remote procedure call).
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In web-service-based SOA, services communicate with clients through well established XML-based protocols
like SOAP (Simple Object Access Protocol). The enabling technologies for developing such SOA include XML,
WSDL (Web Services Definition Language) [W3C], SOAP (Simple Object Access Protocol) [New02], and UDDI
(Universal Description Discovery and Integration) [New02]. The XML framework provides a language and
techniques for defining and processing semi-structured data. WSDL provides an XML-based language for
describing web services interfaces. A WSDL file not only describes a service interface, but also provides a set of
locations for accessing the service. SOAP provides a framework for XML-based messaging. It is essentially a
protocol for one way message transmission, but a remote procedure call-like mechanism can be emulated. UDDI
provides a directory for registering and discovering web services. Web services register themselves with a UDDI
registry by sending a SOAP message. Once registered, the UDDI registry includes the URL of a WSDL file that
contains the description of the web service. When a client queries the UDDI registry using a SOAP message, it
receives the WSDL file corresponding to the web service that directs it how to format a SOAP message that reaches
the service. On receiving the SOAP message, the SOAP processor at the service end can map it to an input to the
method implementing the required functionality referred to in the message. The output of the method (if any) is
formatted as a SOAP message and sent back to the client. An alternative to using WSDL, SOAP and UDDI is
ebXML (Electronic Business XML) that provides a framework for negotiation between services.
Other popular languages for describing web services include ontology-based languages like RDF (Resource

Description Framework). RDF follows XML syntax and provides a data model for representing services/resources.

3.3 Situation-awareness

SAW is the capability of being aware of situations and adapting the system’s behavior based on situation changes
[Yau02a-b]. A situation is a set of context attributes over a period of time that is relevant to future system behavior.
A context is any instantaneous, detectable, and relevant property of the environment, the system or users, such as
time, location, wind velocity, temperature, available bandwidth, invocation of action, and a user’s schedule [Yau02a-
b]. Hierarchical situation-awareness (hierarchical SAW) is the capability of being aware of situations in different
abstract levels and properly reacting to situation changes. In service-based system, the purpose is to minimize
human effort for developing and maintaining distributed applications, regardless of programming languages and
platforms used. When apply SAW to distributed service-based systems, such as AS3 systems, it raises a number of
challenging issues, such as dynamic system infrastructure, high scalability of distributed interacting entities, and
heterogeneous resources. Therefore, SAW in AS3 systems should be flexible, scalable, reliable and easy to develop,
as well as provide support for dynamic service discovery and execution.
Situation-awareness has been studied in artificial intelligence [Rus03], human-computer interactions [Car83] and

data fusion community [Hal01]. Existing work could be divided into two categories. One category focuses on
modeling and reasoning SAW [Mcc69, Pin94, Mcc00, Mat03a-b, Pla03], and the other focuses on providing toolkit,
framework or middleware for development and runtime support for SAW [Dey01, Rom02, Ran03, Cha03, Yau02a-
b]. These notable work can hardly meet the challenges due to lack of a systematic way to deal with the increasingly
dynamic operating environments of service-based systems. In our approach, a declarative model is developed to
help application developers analyze and specify SAW requirements. A logic is developed to formally specify the
declarative model and support the automated synthesis of calculus terms through theorem proving. The calculus
terms will be further translated into codes, running as distributed entities (typically, SAW agents) to perform runtime
context acquisition and situation analysis.

3.4 Distributed Trust Management

Trust is “the capacity to commit oneself to fulfilling the legitimate expectations of others, is both the constitutive
virtue of, and the key causal precondition for the existence of any society” [Dun84]. In our daily life, we frequently
make trust decisions, directly or indirectly. For example, when we take a taxi, we trust the taxi driver will take us to
the destination location safely and charge us a reasonable fee. In AS3 systems, service providers and service users
form virtual societies, in which we face information overloads, increased uncertainty and risk of using services
provided by third-parties. Therefore, trust plays an essential role for ensuring successful and secure interactions
among members. We refer trust management to an approach to collecting, specifying, analyzing, and presenting
evidences to make decisions on whether a principal is trusted. When applied to AS3 systems, evidences include (1)
security policies, which are detail statements that embody the goals of protecting the security-critical services, (2)
credentials, which represent delegations of trust among principals, and (3) current system situation: for example, a
system has been compromised. A principal is an entity with a unique identity in AS3 system that requests
permissions. An entity is any concrete or abstract object in AS3 system, including a user, a process, a service, or a
computation/communication resource. In AS3 system, each principal may potentially interact with any other
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principal. For better manageability, a set of principals with some common properties (such as roles) may be
organized as a group. A group may be externally identified as a single organizational principal.
The trust management for AS3 system should be flexible, scalable and adaptable to the changing environments

and user requirements and provide security support for dynamic service discovery and execution. Existing security
solutions for service-based systems [Nak02, Nae03, IBM04c, OAS04a] and trust management approaches
[Bla96,99, Chu97, Jim01, Li03, Gav04] in distributed systems can hardly meet this challenge due to lack of a
systematic way to deal with the increasingly dynamic operating environments of service-based systems. A
distributed trust management (DTM) framework, together with a formal model, is essential to provide a systematic
approach to specifying and enforcing security policies, including authentication, access control and delegation
policies, which allow direct authorization of security-critical actions in the dynamic environments of AS3 systems.

3.5 Workflow Planning and Scheduling

Planning techniques [Sri04] have been used to schedule dynamically changing workflows. The classical planning
problem [Nau04] is specified by describing the initial state of the world, the desired goal state, and a set of
deterministic actions. The objective is to find a sequence of these actions, which, when executed from the initial
state, lead the agent to the goal state. Each action has preconditions to be satisfied in order to execute it, and has
effects which are released after the execution of that action. For instance, in the “travel” domain, fly(Phoenix, San
Diego) is an action. A person must be located in Phoenix to do that action as a precondition, and after flying to San
Diego, the person’s location will be changed to San Diego as the effect. A problem is composed of the initial state
and the goal state [Kam97].
Classical planners are simply state transition systems with the restrictive assumption of implicit time and

resources. This restricted model is quite useful for studying the logics and computational aspects of planning with
simple state-transition operators. However, in many applications, this resticted model is not realistic for the
following reasons:

Quality of Service Requirements: In reality, actions do occur over a time span and there exists certain
resources. Furthermore, often goals in a plan are meaningful only if they are achieved within a time limit. In a
dynamic environment, various events may be expected to occur at future time periods. Hence, actions have to
be located in time with respect to expected events and to goals [Bac01].
Lack of Domain Knowledge: Classical planners are also domain independent, that is, they cannot take
advantage of domain knowledge [Nau99]. In planning problems, search spaces are all exponential in size, and
blind search in any of them is ineffective. Hence, a key problem facing planning systems is that of guiding or
controlling search. Domain knowledge is the way that we can embed control information [Bac00].
Execution Time Problems: Since classical planning techniques assume static goals and environment with
complete and reliable domain information, in real-world problems most of the generated plans will fail. The
reasons for the failures are due to various execution time problems such as dynamic external environment
[Abe04], incomplete domain information [Gar02], and unreliable situation information [Kro03, 04].
For workflows with timing and resource constraints, the workflows need to be properly scheduled with

appropriate resources being assigned to them. Classical scheduling algorithms, such as Rate Monotonic and Earliest
Deadline First, depend on a priori knowledge of workload and systems, and hence they can only be used in
predictable environments [Liu73, Sta88]. Dynamic scheduling systems, such as Spring, provide performance
guarantees upon new task arrivals with on-line admission control, but still require a priori task set characterizations
[Zha87]. Feedback control real-time scheduling can provide robust performance guarantees in unpredictable
environments, but also require a priori task set characterizations and are not designed for workflow scheduling
[Abd97, Cac00, Lu01, Lu02]. Logic-based workflow scheduling techniques can be used to handle multiple
constraints on workflow execution, but cannot deal with unpredictable environments [Sen02, Dav98]. Grid
workflow scheduling techniques can provide performance guarantees for workflows in Grid, but are specially
designed for scientific computing (computation intensive, high parallelism, little coordination) [Yan03, Her04,
Kea04, Wic04, Yu04].
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4. Overview of OurApproach to AS3 Systems

The concept of AS3 systems is to
address these requirements using a
declarative unifying logic-based
approach, which can also be applied
to general service-based systems. In
this section, we will give an overview
of our approach and highlight our
accomplishments in the first year of
the project.
As depicted by Figure 3, our

overall approach to developing,
deploying and operating AS3 systems
consists of the following steps:
(1) Develop a formal

programming and
specification model,
involving a calculus and a
logic, to support the
specification, verification
and synthesis of AS3 systems
with various QoS
requirements, such as
security, SAW and real-time.

We have developed an AS3 calculus to provide a formal programming model for AS3 systems. The AS3 calculus
can model timeouts and failures, and has well-defined operational semantics that involves interactions of external
actions and internal computations. The external actions include communication between processes, leaving and
joining groups/domains. The internal computations are method calls of named services. The AS3 calculus allows
modeling various QoS requirements and dynamic adaptation at runtime by processes. In particular, it provides a
hierarchical domain-based security model, which requires two processes to move into the same named domain
before they are allowed to communicate with each other. The AS3 calculus also has a well-defined equational theory
that allows for modeling redundancy for fault-tolerance as well as formal reasoning using a simulation relation.
We have also developed an AS3 logic, a hybrid normal modal logic [Bla03] for specifying AS3 systems. The logic

has both temporal and spatial modalities for expressing situation information as well as modalities for expressing
communication, service invocation, joining and leaving groups. It provides atomic formulas for expressing relations
among variables and nominals for identifying agents. The vocabulary of the logic does not include function
symbols, but has nominals that identify agents and constant symbols that are interpreted over a domain. Models for
the logic are (annotated) processes in the AS3 calculus. The AS3 logic allows declarative specification of QoS
requirements, such as security, situation-awareness and real-time requirements. A novel proof system of AS3 logic
allows the synthesis of AS3 calculus terms from declarative specifications in AS3 logic as well as allowing checking
consistency of specifications. The model checking problem for AS3 logic is decidable for image-finite processes,
and hence it allows verification of application-independent properties, like deadlock freedom.

(2) Develop declarative models of QoS requirements for AS3 systems, and mappings between model
representations andAS3 logic specifications.

Since the AS3 logic developed in (1) is a modal logic, which is difficult to use for developers who are not experts
in logics, it is necessary that the developers can analyze and specify their requirements using some declarative
models to achieve rapid development of AS3 systems. The model representations of the requirements should then be
automatically mapped to appropriate AS3 logic specifications. So far, we have developed models of hierarchical
SAW [Yau05c] and security policies [Yau05a-b], and the associated mappings to AS3 logic specifications.
 Adeclarative model for hierarchical SAW in AS3 systems.
Situation-Awareness (SAW) is essential for AS3 systems because it is needed for enforcing security policies and

for adapting workflows when situation changes. Hierarchical situation-awareness (hierarchical SAW) is the
capability of being aware of situations in different abstract levels, which correspond to a command and control
hierarchy formed by users or agents, and properly reacting to situation changes. We consider a service as a process,
which can accept inputs from other processes and produce outputs. Hence, a service-based system can be considered
as a collection of parallel processes, each of which can send/retrieve data to/from other processes. Therefore,

Service
specs

Application
independent
properties

AS3 Logic Mission goal
spec

QoS specs

H-SAW Security
policies

Real-time

Adaptive workflow synthesis

Dynamic Proof System Model and Type Checker

WorkflowAS3Calculus

Distributed workflow
schedulerSecurity Agents

SINS Virtual Machine

H-SAW Agents

Compiler

Declarative models of H-SAW
and security policies

AS 3 System specifications

Figure 3. Our overall approach and research aspects
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modeling hierarchical SAW in AS3 systems includes two aspects: (1) modeling situations, and (2) modeling the
relations between situations and processes.
In our model for hierarchical SAW, a situation is either an atomic situation or a composite situation. An atomic

situation is defined as a term composed of operations on context instances and constants. Since context acquisition
and operations on contexts are highly domain-specific and often involve low-level system processes, our model
does not include the ways contexts are collected and the semantics of operations on contexts. Instead, we assume
that each context is collected periodically by invoking at least one service in a service-based system, and a service
can collect a context and also implement operations for preprocessing this context. A composite situation is
composed of other situations through the usage of situation operators. The situation operators in our model include
not only normal logical connectives (negation, conjunction, disjunction), but also temporal (“ever” and “always”)
and knowledge (“know”) operations. The incorporation of these operators enables developers to model complex
situations requiring reasoning on time and knowledge of agents. In particular, our model can be used to express the
situation that timestamped common knowledge [Hal90] is attained among distributed processes. In our model, four
relations between situations and processes are defined, which allow service providers and developers to define the
situations that trigger, allow or prohibit the execution of processes in AS3 systems, and also enable them to model
control structures in processes, which are commonly used in service coordination. We have also developed a
mapping between our declarative model and AS3 logic specifications for hierarchical SAW, so that the AS3 logic
specifications can be automatically generated once the model representations for hierarchical SAW requirements are
generated by developers.
 Adeclarative model for security policies in AS3 systems.
Our security policy model is a declarative model that abstracts the concepts, such as “service”, “Principal”,

“Delegation”, “Permission” and “TrustPolicy”, and relations among concepts, such as “Trust”, “CanAccess”, and
“Delegate”, in the security policies. We have also identified a fragment of AS3 logic for specifying security policies,
and developed algorithms for checking consistency, redundancy, and service accessibility. This model is essential to
provide a logic-based approach to specifying and reasoning security policies, including authentication, access
control and delegation policies, that allows direct evaluation of trust for security-critical actions in the distributed
environments of AS3 systems. To provide dynamic and flexible trust management in AS3 systems, we have
incorporated the following in our security policy model: (i) context and action history in dynamic evaluation of trust
relationships among entities [Yau05a]; (ii) an automatic mapping from our security policy model to AS3 logic such
that security policies can be enforced by dynamically allocating entities in named domain hierarchy. The key insight
of our security policy model comes from policy-based trust management [Bla96,99, Chu97, Jim01, Li03, Gav04],
behavior history-based (also called reputation-based) trust management [Abd00, Che01, Yu02, Xio04, Shm05], and
ambient calculus [Car00].

(3) Develop the following enabling techniques for building and operating AS3 systems based on the results
from steps (1) and (2).

AS3 systems require adaptive situation-aware behavior in the presence of system failures, overload, or damages
and rapid reconfiguration in order to achieve users’ dynamic mission goals. AS3 systems also need to secure
access to critical information infrastructure of distributed services based on flexible security policies. Our
approach is based on a declarative unifying AS3 logic for extending service-oriented architecture with
automated hierarchical situation-awareness, distributed trust management, and adaptive workflow management
while preserving the overall correctness and consistency of the specifications.

3a) Deductive Knowledge-Based Adaptive Planner with AS3 logic. Knowledge-based planning systems are
based on a philosophy of using whatever domain knowledge is available to solve the planning problem.
This knowledge may include (i) services and goal structures, (ii) various kinds of QoS and security
constraints, (iii) situation awareness, (iv) search control techniques, and (v) interaction with humans when
needed to use their expertise [Liu03].
In our previous work [Dav04], we demonstrated the use of logic for modeling and reasoning about Web
service contracts. Specifically, we proposed a logic, called CTR-S, which captures the dynamic aspects of
contracting for services which involve two or more parties in a potentially adversarial situation. Our
previous work assumed that we started with a complete specification of the workflow plan and the services
comprised. However, our framework enabled reasoning with contract execution, which amounts to
enforcement of dynamically evolving contractual temporal constraints. In our current work, we utilize the
AS3 logic, which is more expressive, and we relax our assumptions along two important dimensions in
order to enable synthesis and reasoning with adaptive workflows:
(i) Mining Incomplete Workflow Specifications using the Event Log: We have developed

techniques for mining incomplete workflow templates, in a logical language, that correspond to
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possibly incomplete specifications of workflow plans. Such plans can significantly reduce the
search for a proof since a deductive planner only needs a proof for incomplete parts of the
workflow plan. High Level Task (HTL) engineering using event log mining is based on finding
frequent regular services invocation patterns from sequences corresponding to occurrence of the
events as stored in an event log. We have recently developed frequent sequence pattern mining
algorithms that will be tailored for this purpose.

(ii) Enforcing Customizable Failure Semantics using Dynamic Reconfiguration Constraints: We
utilize AS3 logic as a programming language for expressing knowledge about services behavior as
well as domain specific reconfiguration constraints that must be enforced during adaptation from
run-time failures.

(iii) Dynamic Proof Theory: We are developing a dynamic proof theory of AS3 logic in order to
efficiently and correctly enforce dynamic reconfiguration constraints on adaptive workflow
templates. The dynamic proof theory will be based on a static proof theory of AS3 logic that we
have already developed.

3b) Hierarchical SAW agents for adaptable service coordination. Hierarchical SAW agents are automatically
synthesized from AS3 logic specifications of hierarchical SAW requirements using the proof system of AS3

logic. Hierarchical SAW agents perform the following tasks: (i) Distributed context acquisition and
processing by invoking the services that provide and process contexts. (ii) Distributed situation analysis.
Based on our model for hierarchical SAW, situations are organized in a hierarchical structure that reflects
the composition relations among situations. Hence, distributed SAW agents are also organized
hierarchically. Situations analyzed by low-level SAW agents are used by high-level agents to compose
more abstract situations. This not only helps us obtain a view of current situation at different abstract
levels, but also facilitates situation information sharing among SAW agents. (iii) Autonomous service
coordination by invoking certain services based on recognized situations.

3c) Agent-based distributed trust management for efficiently and effectively managing and enforcing security
policies. Our agent-based distributed trust management technique is to synthesize security agents and
interceptors from the security policy specifications using the proof system of AS3 logic, and deploy the
security agents and interceptors on a secure agent platform, such as Secure Infrastructure for Networked
Systems (SINS) developed at the US Naval Research Laboratory (NRL) [Bha03], to enforce security
policies. The interceptors will intercept the service requests and invoke the corresponding security agents
to perform trust decision evaluation and enforce the trust decisions. SINS is currently used in our prototype
system. It is based on distributed agent technology and a synchronous programming language, called
Secure Operations Language (SOL) also developed at NRL [Bha02].

3d) Distributed workflow scheduling technique for efficiently scheduling, deploying and executing workflow
with dependencies on situations and security policies.

5. Discussion and Future Work

For hierarchical SAW, our future research will be on analyzing the expressiveness of our declarative model, and
proving the soundness and consistency of the model representations. For DTM, our future research will be on
analysis of our trust management model, such as expressiveness, consistency and soundness. For adaptive workflow
synthesis and workflow scheduling, the following innovative features will be incorporated into our dynamic proof
theory to reason with incomplete workflow template execution and adaptation:
1) Online Planning – Online Planning refers to the idea of postponement of composition of detailed workflow

structure until the time to execute the portion of the workflow that has not been composed yet, i.e. the workflow
initially is abstractly defined and is fabricated on demand. This feature helps us recover failures due to the
change in the external environment.

2) Online Resource Management and Scheduling – Failure sometimes can be caused due to unreliable situation
information or changing resource requirements. To accommodate such dynamic information during the
execution of multiple existing workflow instances, we will develop an approach to transforming original
workflow specifications into new workflow specifications that incorporate all resource management and timing
constraints into the control flow graph itself such that a constraint solver can be used at run-time to allocate and
reallocate resources as the resource requirements and situation information changes at run-time, without
necessarily modifying the control-flow strategies. This approach consists of (a) a formal model for timing and
resource constraints, (b) distributed schedulers in AS3 calculus, (c) transformation rules for generating
distributed schedulers, and (d) a workflow scheduling service on SINS platform.
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